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Abstract
Breast cancer continues to pose a major global health challenge, underscoring
the need for advanced detection and classificationmethods formammograms.
This study examines the effectiveness of ResNet-50 and VGG16 models
in detecting and classifying multiview mammograms. Early and accurate
detection of breast cancer is essential for improving patient outcomes
and reducing mortality rates. Our approach began with the preparation of
mammography images using various image processing techniques, including
transfer learning and median filtering. The processed images were then used
to train ResNet-50 andVGG16models for detection and classification tasks. Our
experiments demonstrated impressive performance, achieving an accuracy
of 96% and an F1 score of 94.66% on the Digital Database for Screening
Mammography (DDSM) datasets. These results underscore the potential of
deep learning models, particularly ResNet-50, in effectively detecting and
classifying multiview mammograms.
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Introduction
Breast cancer continues to pose a sig-
nificant global health challenge, carry-
ing profound implications for both ill-
ness and death rates. A thorough grasp
of cancer data is essential for direct-
ing healthcare efforts and distributing
resources effectively. Siegel et al. fur-
nished an extensive analysis of cancer
statistics for that year, shedding light on
the frequency, occurrence, and fatality
rates linked to breast cancer. Torre et
al. reiterated the substantial worldwide
toll of breast cancer, emphasizing the
urgency for efficient screening and diag-

nostic measures to alleviate its conse-
quences.

Literature Review

Barbieri and Strauss delved into repro-
ductive endocrinology, providing valu-
able insights into physiological and clin-
ical aspects relevant to breast cancer.
Ragab et al. were trailblazers in employ-
ing deep convolutional neural networks
(CNNs) and support vector machines
(SVMs) for breast cancer detection.Their
work showcased the promise of deep
learning in
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enhancing diagnostic accuracy, marking a significant
advancement in the field. Li et al. proposed a deep learning-
based system for classifyingmammogram images into benign
and malignant categories, showcasing the effectiveness of
deep learning in image analysis tasks. Additionally, in their
study, Ghosh et al. (2021) conducted an investigation cen-
tered on the performance of different deep learning algo-
rithms for predicting breast cancer. Their findings under-
scored the critical role of algorithm selection in attaining
precise predictions, emphasizing the significance of choosing
the right approach for optimal results. (1–6).

Research Gap

While existing literature has made significant strides in utiliz-
ing deep learning for breast cancer detection, there remains a
gap in the direct comparison of different deep learning mod-
els. Specifically, a comprehensive evaluation of ResNet-50
and VGG16models in detecting and classifying breast cancer
from mammogram images is lacking (7). This research aims
to address this gap by conducting a comparative analysis of
ResNet-50 and VGG16 models, elucidating their respective
strengths and weaknesses in breast cancer detection.

Key Findings

The study by Siegel et al. (2017) provided crucial insights
into the epidemiology and burden of breast cancer, informing
healthcare policies and interventions. Ragab et al. (2019)
demonstrated the efficacy of deep learning approaches in
improving breast cancer detection accuracy, while Li et
al. (2019) showcased the potential of deep learning for
image classification tasks. Ghosh et al. (2021) emphasized
the importance of algorithm selection in optimizing breast
cancer predictionmodels, contributing to the advancement of
personalizedmedicine approaches (8).Through a comparative
analysis, this research aims to elucidate themost effective deep
learningmodel for breast cancer detection, thereby informing
clinical practice and improving patient outcomes.

Methodology
This section outlines the methodology employed in our
research endeavor aimed at evaluating the efficacy of ResNet-

50 and VGG16 architectures with multiview analysis for
improved breast cancer detection using deep learning tech-
niques.

Data Collection

The foundation of our study rests upon ameticulously curated
dataset comprising mammographic images sourced from
diverse medical institutions and repositories. Leveraging
open-access databases such as the Digital Database for
Screening Mammography (DDSM) and the Cancer Imaging
Archive (TCIA), we collated a comprehensive repository
of high-resolution mammograms capturing a spectrum of
breast abnormalities, including both benign and malignant
lesions.

Data Preprocessing

Prior to model training, we undertook a series of preprocess-
ing steps to standardize and enhance the quality of the mam-
mographic images. This encompassed resizing the images to
a uniform dimensionality, applying contrast enhancement
techniques to improve visibility of subtle features, and nor-
malizing pixel intensities to mitigate illumination variations
across diverse imaging modalities.

Model Architecture Selection

In our research, we chose to assess two well-known deep
learning structures: ResNet-50 and VGG16. We picked these
models because they are widely used in medical image anal-
ysis and have proven effective in capturing detailed fea-
tures crucial for distinguishing between harmless and harm-
ful breast abnormalities. Moreover, we integrated multiview
analysis methods to strengthen the models by considering
different angles of mammographic images, thus improving
their capability to spot subtle irregularities from various view-
points.

Model Training and Validation

The selected deep learning models were trained using a por-
tion of the curated dataset, with stratified sampling to ensure
balanced representation of benign and malignant cases. To
prevent overfitting and optimize generalization performance,
we employed techniques such as data augmentation, dropout
regularization, and batch normalization during the train-
ing phase. Model hyper parameters were fine-tuned through
cross-validation procedures, optimizing performancemetrics
such as accuracy, sensitivity, specificity, and area under the
receiver operating characteristic curve (AUC-ROC).
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Performance Evaluation

Following model training, we conducted rigorous perfor-
mance evaluation using an independent subset of the dataset
reserved for validation purposes.The predictive performance
of the trained models was assessed throughmetrics including
accuracy, precision, recall, F1-score, and AUC-ROC. Addi-
tionally, we generated confusion matrices and precision-
recall curves to provide insights into the models’ discrimina-
tory capabilities across different diagnostic thresholds.

Computational Analysis

In parallel, we conducted computational analyses to quan-
tify the computational complexity and resource requirements
associated with deploying the ResNet-50 and VGG16 archi-
tectures in real-world settings (9–12). This encompassed pro-
filing the models’ inference times, memory footprint, and
hardware acceleration potential to inform decisions regard-
ing model deployment and scalability.

This comprehensive methodology facilitated a systematic
investigation into the comparative effectiveness of ResNet-50
and VGG16 architectures with multiview analysis for breast
cancer detection, yielding insights crucial for advancing
diagnostic paradigms in clinical practice.

Outcomes and Discourse
In this section, we elucidate the crucial findings and interpre-
tations stemming from our comparative analysis of ResNet-
50 and VGG16 architectures in the context of breast cancer
detection using deep learning. Our investigation builds upon
previous research highlighting the escalating burden of breast
cancer globally, as documented by Siegel et al. (2017) and
Torre et al. (2012), underlining the pressing need for advanced
diagnostic methodologies (13–18).

Our study draws inspiration from recent advancements in
deep learning techniques for medical image analysis, partic-
ularly the work of Ragab et al. (Year) and Li et al. (Year),
who demonstrated the efficacy of convolutional neural net-
works (CNNs) in breast cancer detection. Additionally, the
performance-based evaluations conducted by Ghosh et al.
(Year) provided valuable insights into the comparative effec-
tiveness of diverse deep learning algorithms for predictive
modelling in this domain.

Utilizing a comprehensive dataset comprising mammo-
graphic images, we evaluated the discriminatory capabilities
of ResNet-50 and VGG16 architectures. Our results reveal
nuanced differences in their performance metrics, shedding
light on their respective strengths and weaknesses in identi-
fying breast cancer malignancies (19–21).

In our experiments, the receiver operating characteristic
(ROC) curves illustrate the trade-off between sensitivity and
specificity for both ResNet-50 and VGG16 models. Notably,

ResNet-50 exhibits a slightly larger area under the curve
(AUC) compared to VGG16, indicating its slightly better
ability to distinguish between benign and malignant lesions.
This result aligns with findings by Li et al. (Year), highlighting
the advantages of deeper network architectures in capturing
intricate patterns within mammographic images.

However, a closer examination of the precision-recall
(PR) curves reveals a more nuanced perspective. Despite
ResNet-50’s slightly higher AUC, VGG16 demonstrates a
more favorable precision-recall trade-off, particularly in the
high-recall regime (12,17,22,23). This difference emphasizes the
importance of considering specific diagnostic requirements
and clinical implications when selecting the most suitable
deep learning architecture for breast cancer detection.

Furthermore, our analysis of computational efficiency
reveals noteworthy disparities between the twomodels.While
ResNet-50 exhibits a higher computational burden due to
its deeper architecture, VGG16 offers a more computation-
ally efficient alternative without significant compromise in
performance (24). This finding aligns with the observations of
Ragab et al. (Year), who emphasized the significance of com-
putational scalability in real-world deployment scenarios.

In conclusion, our comparative evaluation of ResNet-
50 and VGG16 architectures underscores the multifaceted
considerations involved in selecting an optimal deep learn-
ing model for breast cancer detection. While ResNet-50
demonstrates marginally superior discriminatory power,
VGG16 offers a more computationally efficient alternative
with favourable precision-recall characteristics. These find-
ings contribute to the ongoing discourse on leveraging deep
learning methodologies to enhance breast cancer diagnostic
workflows, with implications for improving patient outcomes
and healthcare delivery.

Test: Batch

[[896 24 9]
[12 257 8]
[11 17 980]]
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Table 1. Evaluation parameters for Testing
Class Name Preci

sion
1-Pre
cision

Recall 1-Re
call

f1-
score

BENIGN 0.9645 0.0355 0.9750 0.0250 0.9697
BENIGN_WITHOUT_
CALLBACK

0.9278 0.0722 0.8624 0.1376 0.8939

MALIGNANT 0.9722 0.0278 0.9829 0.0171 0.9776
Accuracy 0.9634
Misclassification Rate 0.0366
Macro-F1 0.9471
Weighted-F1 0.9630

Classes TP TN FP FN Avg
Acc

BENIGN 896 1237 23 33
96%BENIGN_WITHOUT_

CALLBACK
257 1876 41 20

MALIGNANT 980 1153 17 28

Fig 1. Accuracy Matrix for ResNet50 Testing

VGG16:

Comparative study

Accuracy Comparison of Patch Classifiers Utilizing ResNet50
and VGG16 on the Independent Test Set. ”#Epochs” indicates

Table 2. Evaluation parameters for Testing
Class Name Preci

sion
1-Pre
cision

Recall 1-Re
call

f1-
score

BENIGN 0.9389 0.0611 0.9542 0.0458 0.9465
BENIGN_WITHOUT_
CALLBACK

0.7931 0.2069 0.9200 0.0800 0.8519

MALIGNANT 0.9647 0.0353 0.9039 0.0961 0.9333
Accuracy 0.9269
Misclassification Rate 0.0731
Macro-F1 0.9106
Weighted-F1 0.9278

Classes TP TN FP FN Avg
Acc

BENIGN 292 393 14 19

92%BENIGN_WITHOUT_
CALLBACK

92 593 8 24

MALIGNANT 301 384 32 11

Fig 2. Accuracy Matrix for VGG16 Testing

the epoch at which the highest accuracy was attained in the
validation set.

Model Pre-
trained

Patch
set

Accuracy #Epochs

Resnet50 N S1 0.96 [0.96 0.98] 198
Resnet50 Y S1 0.98 [0.98 1.00] 99
Resnet50 N S10 0.63 [0.62 0.64] 24
Resnet50 Y S10 0.89 [0.88 0.90] 39
VGG16 Y S10 0.92 [0.83 0.85] 25

Conclusion
Our examination of the relative effectiveness of ResNet-
50 and VGG16 architectures in utilizing deep learning
techniques for breast cancer detection has provided valuable
insights essential for advancing diagnostic methodologies in
clinical practice.
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Summary of Key Findings
Our investigation revealed subtle variations in the perfor-
mance of ResNet-50 and VGG16 architectures across diverse
diagnostic categories. Notably, ResNet-50 demonstrated a
superior average accuracy of 96% compared to VGG16’s 92%.
Specifically, ResNet-50 exhibited better performance in accu-
rately categorizing benign and malignant lesions, achieving
higher rates of true positives and true negatives in these cate-
gories.

Key Results
In the accuracymatrices generated for ResNet-50 andVGG16
testing, ResNet-50 displayed higher true positive (TP) and
true negative (TN) rates for both benign and malignant
classes, indicative of its enhanced discriminatory capabili-
ties. Conversely, VGG16 demonstrated lower accuracy met-
rics, particularly in correctly identifying benign lesions, as
evidenced by a lower true positive rate.

Interpretation and Implications
The observed disparities in performance metrics underscore
the importance of selecting an optimal deep learning architec-
ture for breast cancer detection. While both ResNet-50 and
VGG16 exhibit potential for facilitating accurate diagnosis,

ResNet-50 emerges as a more robust choice, offering higher
average accuracy and superior performance across diagnos-
tic classes. These findings have profound implications for
improving clinical decision-making and patient outcomes in
breast cancer management.

Limitations and Future Scope

Though our research shows to be following results, it’s essen-
tial to recognize its limitations. Factors such as dataset com-
position, model hyperparameters, and experimental condi-
tions may restrict the generalizability of our findings. Future
studies could expand upon this by employing larger and
more diverse datasets to increase the reliability and relevance
of our conclusions. Additionally, investigating alternative
deep learning architectures and incorporating advanced tech-
niques like transfer learning and ensemble methods could
further improve the effectiveness of breast cancer detection
models. (25)

In conclusion, our comparative evaluation of ResNet-50
and VGG16 architectures highlights the potential of deep
learning techniques in improving breast cancer detection
accuracy. By leveraging advanced computational methodolo-
gies, we aim to contribute to the ongoing efforts aimed at
enhancing diagnostic workflows and ultimately improving
patient outcomes in breast cancer management.
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