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Abstract

Multimodal image fusion is a rapidly evolving domain that combines com-
plementary information from different imaging modalities into a unified rep-
resentation, enhancing visual perception and decision-making in areas such
as medical diagnostics, surveillance, and remote sensing. This paper sur-
veys the taxonomy of multimodal fusion tasks, discusses classical and emerg-
ing deep learning-based methods including convolutional neural networks,
autoencoders, generative adversarial networks, and transformer-based archi-
tectures and outlines key evaluation metrics. Through this comprehensive
review, we highlight recent trends, performance benchmarks, and future direc-
tions for effective multimodal image fusion.
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Introduction

Multimodal imaging involves capturing
information using two or more imaging
systems, each providing unique charac-
teristics. For example, in medical imag-
ing, MRI offers high spatial resolution,
while PET reveals metabolic activity. The
integration or fusion of such modalities
leads to enhanced interpretation by com-
bining structural and functional insights.

With the increasing availability and
resolution of imaging technologies, image
fusion has gained prominence. However,
effective fusion poses challenges includ-
ing modality misalignment, informa-
tion redundancy, and loss of important
details. Recent developments in machine
learning and deep learning have signifi-
cantly transformed how fusion tasks are

approached.

This paper aims to provide a struc-
tured overview of this field by categoriz-
ing fusion tasks, comparing traditional
and advanced deep learning techniques.

Taxonomy of Multimodal
Image Fusion Tasks

Multimodal image fusion tasks can be
categorized based on modality combina-
tions, fusion strategy levels, and appli-
cation domains. In terms of modality
combinations, the most common exam-
ples include medical imaging (CT-MRI,
PET-CT, PET-MRI, WSI-Omics), remote
sensing  (Panchromatic-Multispectral,
SAR-Optical), and surveillance (Infrared-
Visible). Fusion strategies operate at
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different levels: pixel-level fusion combines raw data,
although its often sensitive to noise and misalign-
ment; feature-level fusion integrates intermediate features
from neural networks or statistical models, offering greater
robustness and flexibility'¥; and decision-level fusion
merges the final outputs or predictions from each modality
to form a consensus. As for applications, multimodal fusion
finds critical use in clinical diagnosis and treatment planning
(Pathomic Fusion, Diff4AMMLITS), survival prediction frame-
works (MGCT, 4D-ACFNet), tumor microenvironment
characterization ®9, and radiation therapy planning "%,

Classical Approaches for Multimodal
Image Fusion

Before the advent of deep learning, multimodal image fusion
relied heavily on statistical and transform-based techniques.
Spatial domain techniques such as simple averaging, Principal
Component Analysis (PCA), and Intensity-Hue-Saturation
(IHS) transformations offered basic fusion strategies. Trans-
form domain methods included Discrete Wavelet Trans-
form (DWT), Laplacian Pyramid decomposition, and Non-
subsampled Contourlet Transform (NSCT), which allowed
for multi-scale fusion representations. Optimization-based
methods, including sparse representation and total variation
minimization, aimed to preserve salient features while mini-
mizing artifacts. Despite their computational efficiency, these
classical approaches often lacked adaptability and were chal-
lenged by complex multimodal datasets.

Deep Learning Paradigms in Multimodal
Image Fusion

Deep learning has significantly enhanced multimodal fusion
by enabling automatic feature extraction and learning com-
plex relationships. Convolutional Neural Networks (CNNs)
such as DenseFuse, FusionNet, and DiffiAMMLIiTS ¥ learn
hierarchical features that capture local and global structures
across modalities. Autoencoders (AEs) help compress and
reconstruct fused representations by encoding inputs from
different modalities and decoding them jointly to retain
modality-specific features. Generative Adversarial Networks
(GANSs), like FusionGAN and IR-D-GAN, synthesize fused
images that are visually realistic and maintain key textural and
structural components. More recently, transformer-based
models such as MGCT !, TransFuse, and 4D-ACFNet('?)

utilize attention mechanisms to model long-range dependen-
cies and enhance cross-modal interactions. Collectively, these
deep learning paradigms outperform classical methods in
visual realism, modality preservation, and task-specific accu-
racy.

Evaluation Metrics for Fusion Quality

Evaluating the performance of fusion techniques is essen-
tial to measure their effectiveness. Common statistical and
information-theoretic metrics include Entropy (EN), which
reflects the information richness of the fused image, and
Mutual Information (MI), which quantifies the shared infor-
mation between source and fused images. Structural metrics
such as Structural Similarity Index (SSIM), Peak Signal-to-
Noise Ratio (PSNR), and Fusion Quality Index (Qabf) are
frequently used to assess perceptual and quantitative fidelity.
In clinical and task-based applications, subjective evaluations
by human experts and the performance in downstream tasks
such as cancer detection or survival prediction are equally
important. Recent studies®*!3) advocate for hybrid eval-
uation frameworks combining statistical, visual, and task-
specific metrics for a comprehensive assessment.

Conclusion and Future Directions

Multimodal image fusion has evolved into a crucial technol-
ogy across domains such as medical imaging, surveillance,
and remote sensing, offering enriched visual interpretation
and improved decision-making by integrating complemen-
tary data from different modalities. This paper has provided
a structured review of the field starting from classical fusion
techniques to the transformative impact of deep learning
methods such as CNNs, autoencoders, GANs, and transform-
ers. Each paradigm contributes uniquely to feature extraction,
modality preservation, and visual fidelity in fusion outcomes.
Furthermore, we discussed the taxonomy of fusion tasks, key
application areas, and evaluation metrics essential for assess-
ing fusion quality.

As the field progresses, future research will focus on
real-time and adaptive fusion systems, self-supervised learn-
ing, diffusion models, graph-based architectures, and inter-
pretability to foster clinical trust and broader deployment.
Through this review, we aim to support researchers and prac-
titioners in navigating current advancements and identify-
ing promising directions for innovation in multimodal image
fusion.
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Table 1. Comparison of Multimodal Image Fusion Techniques

Technique Type Key Characteristics Accuracy Adaptability Computational Suitability
Cost for Com-
plex Data
Simple Averaging  Classical Basic pixel-level meth- Low Very Low Very Low Poor
/ PCA /IHS ods, fast but sensitive to
noise and misalignment
DWT / Laplacian  Classical Multi-resolution trans- Moderate Low Low Moderate
/ NSCT forms, preserve edges
and structures
Sparse Represen-  Classical Optimization-based High Moderate Moderate Moderate
tation / TV Min- fusion, balances detail
imization and noise
Convolutional Deep Learn- Automaticallylearnfea- High High High High
Neural Networks ing tures, handle modality
(CNNs) differences well
Autoencoders Deep Learn- Compress and jointly High Moderate Moderate Moderate to
(AEs) ing reconstruct — represen- High
tations from different
modalities
Generative Deep Learn- Produce visually real- Very High High Very High High
Adversarial Net- ing istic fused images with
works (GANs) texture and structure
preservation
Transformer- Deep Learn- Utilize attention to Very High Very High Very High Very High
based Models ing model long-range and
cross-modal dependen-
cies
Diffusion-based Deep Learn- Robust to noise and Very High Very High High Very High
Models ing missing modalities,
data-driven image
synthesis
Graph Neu- Deep Learn- Represent spatial and High High High High
ral Networks  ing relational information
(GNNs) between modalities
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